Metastability of Liquid Water on Mars
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A simple model of local heat transport on Mars demonstrates that transient melting of ice may occur in depressions and gullies nearly anywhere on the planet where thin ice is illuminated by normal-incidence insolation. An experiment has been performed to confirm the model of evaporation rate at low pressure. Reduction of radiative cooling due to gully geometry is shown to be important. Since appropriate meteorological, topographic, and optical conditions may occur on slopes nearly anywhere on the planet, hydrological features such as gullies would likely form only where such ice might accumulate, notably in sheltered locations at high latitudes. It is suggested that cold-trapping of winter condensation could concentrate a sufficient amount of ice to allow seasonal melting in gullies.
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INTRODUCTION

Recent pictures from the Mars Global Surveyor reveal features that appear to be young flow channels, claimed to be less than 1-myr old by Malin & Edgett (2000). While the topography of the features are consistent with the flow of liquid water, Malin and Edgett’s suggestion that such a flow must be of catastrophic origin (e.g., bursting of an ice dam) has not been challenged. In fact, even though meteorological conditions on Mars have been understood for at least 25 years (e.g., Zurek 1992), it remains unclear whether water can flow on contemporary Mars. Atmospheric pressures on Mars straddle the triple point of water, while temperatures regularly cross the frostpoint. Unlike on Earth, atmospheric temperature has little influence on transient melting, since evaporative cooling of water dominates over convective exchange with the atmosphere. Not only is atmospheric convection negligible, but martian regolith is also highly insulating (Kieffer and Zent 1992). Consequently, large thermal gradients may exist as a result of local topography. Water in the liquid state might, in fact, exist under certain meteorological and favorable topographic contemporary conditions. It has been shown, for example, that martian ice can melt under favorable conditions such as in dusty snow (Clow 1987) or under a thick dust layer (Farmer 1976). In this work, similar thermal models are applied to martian gullies.

It has long been established (Carr 1983, McKay and Davis 1991) that liquid water, if present on Mars, could flow over extensive distances and persist for long periods of time. On Mars, as on Earth, water is ordinarily metastable, evaporating or freezing slowly compared to the rate at which it flows across the surface. It will be shown here that while water on Mars would lose heat more rapidly from evaporative and radiative cooling and less rapidly from convective cooling than comparably cold places on Earth, the net difference is small. There is no intrinsic reason that, under the proper conditions, ice could not melt and flow in contemporary times if sufficient heat were present.

The preferential locations of the gullies features at middle and high latitudes and altitudes, on pole-facing slopes, strongly suggests an association with cold traps that might harbor near-surface ice or condensate ice from nearby sources of water vapor. The most straightforward explanation of these gullies is seasonal melting. Moreover, since the features are only hundreds of meters in length, seasonal liquid water might only need to be present for hours at a time to carve them. This process might take the form of an actual trickle of water, even if such flow were as slow as 1 cm/s. It might also take the form of seasonal wetting of soil, causing preferential erosion or deflation. In the latter case, each gully might begin from condensation in an alcove, attaining its full length after years of downslope extension.

This paper reviews plausible conditions on Mars that would allow ice to melt. Older analyses (e.g., Wallace and Sagan 1979, Carr 1983, Kahn 1985, 1990, Goldspiel and Squyres 2000) modeled globally averaged or typical regional conditions to explain large-scale features but did not seek optimal combinations of atmospheric conditions and surface geometry that might produce local melting. More recently, Haberle et al. (2001) and Mellon and Phillips (2001) reexamined the stability of surface liquid water in disequilibrium on Mars, with both works affirming the general possibility of melting but arguing against liquid water at high latitudes. Neither of those works considered the influence of geometry or optical properties specific to gullies, as will be done here.

SURFACE–ATMOSPHERE EQUILIBRIUM

At the lower elevations found in much of the northern hemisphere of Mars, the present-day atmospheric pressure varies
between 7 and 10 mbar. This pressure range is slightly, but distinctly, above the thermodynamic triple point of water, 6.1 mbar (4.6 Torr). Viking Lander 1, at 22°N latitude, measured 6.8–9.0 mbar, while Viking Lander 2, at 48°N latitude, measured 7.5–10 mbar. Mars Pathfinder, at 19.13°N latitude, measured the lowest values, 6.7–7.1 mbar (Haberle et al. 1999).

The low atmospheric pressure implies that the boiling point of pure water on much of Mars is 2–7°C above the melting point (and considerably higher for brackish water). By contrast, pure water on Earth exists over a 100°C temperature range at sea level. But the difference in stability of the liquid phase is far less than might be suggested by the difference in boiling point. On Earth, to raise the temperature from the melting point to the boiling point requires only 418.4 J/g, compared to 334 J/g to convert ice to water, and a full 2500 J/g to convert water to vapor (e.g., Berry et al. 1980). Furthermore, while the evaporation rate of water does increase with decreasing atmospheric pressure, it is even more strongly a function of temperature. Thus, at 0°C on Mars, water will evaporate no faster than 60°C water on Earth (see Eq. (15)). Freezing rates on Mars are limited by the rate that heat can be removed from an icy surface. Typical heat-loss processes, as will be shown, remove hundreds of watts per meter squared, compared to the ~1 kW/m² latent heat required to freeze 1 cm/h. Water, therefore, can be expected to refreeze at rates not in excess of a few millimeters per hour. Consequently, neither evaporation nor freezing is an obstacle to the action of liquid water, even if such water were only a few centimeters deep.

At higher elevations, and hence over much of the southern hemisphere, Mars’s atmospheric pressure is less than the triple point pressure of pure water. For water to be stable at this pressure, the surface temperature of the ice–water system must be a few degrees below the nominal melting point. Otherwise, the vapor pressure at the surface would exceed the ambient pressure, and the evaporating vapor would expand (and therefore cool) explosively. Unless some mechanism such as salinity reduces the melting point (and hence the vapor pressure), this requirement will force the formation of an ice crust as a thermal barrier between the liquid and the atmosphere. The actual thickness will be determined by the heat loss from the surface (typically no more than a few hundred watts per centimeter squared), the magnitude of the temperature drop, and the conductivity of the ice. Such a barrier would typically be a few millimeters or centimeters thick, and its presence would not substantially alter the argument presented here. For example, assuming the thermal conductivity of the ice is 0.022 W/cm·K, a 5°C temperature drop and 300 W/m² heat flow correspond to 3.67 cm of ice.

**THERMAL EQUILIBRIUM**

Ice will melt on Mars when the heat input from the Sun at the melting temperature exceeds the sum of the heat-loss processes from the ice. Comparison with cold climates on Earth is both instructive and deceptive. On Earth, convective losses to the atmosphere typically determine the thermal equilibrium between water and atmosphere. In the rarified air of Mars, convective losses are small since fewer molecules contribute to heat transfer. Conversely, evaporative losses are higher because of the longer mean free path of diffusing water molecules. Radiative losses to Mars’s cold sky are somewhat greater than on Earth since, on Earth, the sky temperature is not significantly below the freezing point of water. Finally, conductive loss below the water is substantial if the bed consists of ice but is more modest for a bed of highly insulating martian soil (Kieffer and Zent 1992).

While evaporative cooling plays a major role in heat balance, the actual loss of water associated with evaporation may be ignored. If no heat sources are present, evaporation of 1 g of water will provoke freezing of 7.5 g, with the ratio determined by the respective latent heats. Despite vigorous evaporation (or, more accurately, as a result of such evaporation), a pool of water on Mars would first freeze, then slowly sublimate.

In this analysis, only direct insolation is considered as a source of heat. Scattering from the atmosphere is not considered because the assumption of optimal conditions implies that nearly the entire solar constant is directly absorbed by sun-facing surfaces on clear days. Long-wavelength radiation from the atmosphere is ignored because the air is assumed to be substantially colder than the surface temperature under optimal conditions. Exotic sources of heat, such as geothermal or chemical energy, are neglected.

The heat-loss processes considered are restricted to convective cooling to the atmosphere (assumed to be at a nominal temperature of 200 K), evaporative cooling, radiative cooling to an extremely cold sky, and conductive cooling to the ground. Less significant mechanisms, such as frictional cooling resulting from downhill flow, are neglected for simplicity. Also, no attempt is made to model the detailed vertical profile of absorption and heat loss in the ice–water–soil structure. Finally, thermal losses associated with transmission of solar radiation through thin capping ice (millimeters to a few centimeters thick) are ignored. It is assumed that any capping ice is reasonably transparent to radiation and that a significant portion of the heat intercepted by the ice will be conductively transported to the water. Carr (1983), for example, assumes an extinction coefficient between 0.006 and 1.0 cm⁻¹.

Figure 1 shows the thermal balance in histogrammic form for a pool of water, at the freezing point, under nominal martian conditions. The scenario depicted might be typical of published models (e.g., Wallace and Sagan 1979, Carr 1983, Kahn 1985, 1990, Goldspiel and Squyres 2000). It assumes conductive losses through a thick bed of ice (equilibrated for 1 h), and radiation from a high-emissivity, flat surface. Insolation, however, is assumed to be absorbed in a thin layer at the top of the ice (due, for example, to a dusty surface). Evaporation is calculated for open water under a 10-mbar atmosphere with little wind, but results would be similar for ice-encrusted water at lower pressures. The surface albedo is assumed to be 0.25, while actual values range from less than 0.1 to greater than 0.35 (see, for example, Mellon et al. 2000). The optical depth is 0.1,
representing a clear sky (see Wolff et al. 1999, Leovy 2001, Smith et al. 2001), and the Sun angle is assumed to be 45° to the surface normal. The latter approximation is appropriate for phenomena requiring heat input over many hours, during which time the Sun moves across the sky, or for geometric averages over large areas.

For ice to melt, the total heat loss from the pool of water must be less than the heat input. For the conditions assumed in Fig. 1 it can be seen that evaporative losses, radiative losses, or conductive losses can each independently overwhelm the direct heat input from the Sun. Ice will not melt under these conditions. Despite the cold atmosphere, however, convective cooling is negligible. It follows that atmospheric temperature is a largely irrelevant measure of the “coldness” of Mars in this context. Poor convection also suggests that large thermal gradients might exist across the surface as a result, for example, of a transition from sunlit to shaded. Such gradients encourage the search for local surface conditions that might be anomalously warm.

The thermal balance in Fig. 2, in contrast, reflects more optimal, transient meteorological and geometrical circumstances (see Table I). It indicates a net gain in heat, resulting in a substantial rate of melting (approximately 1 mm/h). The calculation assumes low wind speeds (<2 m/s) and a clear atmosphere. It is restricted to times of day when incident sunlight is normal to local slopes. The Sun is only 10° above the horizon, over the pole at the southern summer solstice, near perihelion. The albedo is assumed to be 0.1, at the more extreme end of the measured distribution but consistent with high latitudes and the dark-colored gullies observed in the images. The local geometry is assumed to provide partial “shade” from the cold sky (i.e., low apparent emissivity). It is assumed that a thin sheet of ice overlays the soil (equilibrated for 2 h), because a thick ice sheet is too thermally conductive to support a sufficient thermal gradient at the surface. The calculation also assumes a surface temperature of −5°C. This lowering relative to the melting temperature may be due to the presence of 4–5 cm of ice on the water, 2–3 mol/liter

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Fig. 1</th>
<th>Fig. 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Solar constant (W/m²)</td>
<td>589</td>
<td>701&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Albedo</td>
<td>0.25</td>
<td>0.1</td>
</tr>
<tr>
<td>Optical depth</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>Latitude</td>
<td>70°</td>
<td>75°</td>
</tr>
<tr>
<td>Sun zenith angle</td>
<td>45°</td>
<td>80°</td>
</tr>
<tr>
<td>Solar angle to local surface</td>
<td>45°</td>
<td>0°</td>
</tr>
<tr>
<td>Wind speed (m/s)</td>
<td>10</td>
<td>&lt;2</td>
</tr>
<tr>
<td>Atmospheric pressure (mbar)</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Atmospheric temperature (K)</td>
<td>200</td>
<td>200</td>
</tr>
<tr>
<td>Surface temperature (K)</td>
<td>273</td>
<td>267.4</td>
</tr>
<tr>
<td>Emissivity</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Apparent emissivity</td>
<td>1.0</td>
<td>0.11&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Sky temperature (K)</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Temperature of base (K)</td>
<td>200</td>
<td>223</td>
</tr>
<tr>
<td>Conductivity of base (W/cm·K)</td>
<td>0.022 (ice)</td>
<td>0.00077</td>
</tr>
<tr>
<td>Heat capacity of base (J/g·K)</td>
<td>2.01 (ice)</td>
<td>0.59</td>
</tr>
<tr>
<td>Density of base (g/cm³)</td>
<td>0.9 (ice)</td>
<td>1.5</td>
</tr>
<tr>
<td>Equilibration time (h)</td>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>

<sup>a</sup> At $L_s = 270$.

<sup>b</sup> At center of a depression with height ($h$) = diameter ($d$).
of dissolved salts in the meltwater, supercooling, or some combination of the three. An equivalent suppression of evaporation could result from dust or snow impeding the diffusion of vapor (Clow 1987, Farmer 1976).

EXPERIMENTAL OBSERVATION

To better understand the qualitative behavior of water at martian pressure, experiments were performed in a vacuum chamber equipped with an oil-free pump, dry nitrogen purge, and good illumination and visibility. A 3-in.-diameter stainless-steel dewar was filled with cold deionized water and placed in a vacuum chamber. The surface of the water was monitored with a commercial camcorder from outside the chamber, and the humidity was monitored with a General Eastern dewpoint hygrometer. The hygrometer head rested on a massive aluminum heat sink and was equipped with a small fan to draw gas past the mirror. Several methods were used to maintain the temperature of the liquid surface at or near 0°C, a requirement to prevent boiling. The most successful involved filling the vessel with weighted ice cubes, although this had the disadvantage of introducing modest amounts of dissolved gases into the water.

Since the evaporation rate depends on the difference between the surface vapor pressure and the ambient partial pressure of water, it is important that the air remain dry. For this reason a large cylindrical chamber with a radius of 15 in. and a horizontal length of 36 in. was chosen (0.42 m³ volume). At the highest expected evaporation rate from the dewar, ~0.1 g/cm²·h, it would take approximately 30 min to raise the dewpoint to 0°C, corresponding to a density of 4.9 g/m³ of water vapor. The dewpoint during the experiment was typically between −10 and −25°C, with values as high as −5°C reached at the lowest measured pressures. The effect of the background water vapor was numerically compensated in determination of the evaporation rate (see below).

The chamber served as a good analog for Mars with respect to the atmospheric pressure, but not the thermal environment. Both the surrounding gas and the walls were maintained at room temperature. Nitrogen gas was used rather than CO₂ since the ratio of buoyancy to viscosity forces ($R = g/ν^2 = ρ^2g/µ^2$; see Table II) for nitrogen under Earth gravity is a better match to carbon dioxide under martian gravity at comparable pressure and temperature. Specifically, $R_{Mars}/R_{Earth} = 0.38$ for CO₂ and 1.33 for nitrogen, a comparison relevant to thermal convection. For mass convection (evaporation) it is more appropriate to compare $R' = \rho(ρ - ρ_w)g/µ^2$. If $ρ_w$ is taken as the saturation vapor pressure of water at the freezing point, 6.1 mbar, and the total atmospheric pressure $ρ$ is taken as 10 mbar, then $R_{Mars}/R_{Earth} = 0.38$ for CO₂ and 2.2 for N₂.

Each experiment was initiated by purging the chamber with nitrogen, closing the nitrogen inlet, and then pumping the chamber to the target pressure as determined with a Granville–Phillips Convectron gauge. This step typically took several minutes to complete. The chamber dewpoint dropped precipitously during active pumping since the mechanical pump removed water vapor from the chamber far more rapidly than it could be replenished by evaporation from the dewar.

The first experiments simply recorded the qualitative behavior of the water as the chamber was continuously pumped from 1000 to ~5 mbar. It was seen that, if the surface cooling was
inadequate, occasional large bubbles were formed, as predicted by theory.\(^1\) With adequate cooling, however, only small dissolved-gas bubbles were observed at all pressures until the surface froze. The dominant effect of reduction of atmospheric pressure is expected to be enhanced evaporative cooling of the surface, eventually leading to freezing. Indeed, crystals of ice were observed to form on the surface at pressures between 6.5 and 13 mbar (5–10 Torr), and these quickly nucleated complete freezing of the surface. Even after tens of minutes of continued pumping, this surface layer seldom grew thicker than a few millimeters. While the ice was reasonably clear, the surface texture was irregular as a result of bubbles that were trapped during the sudden freezing process. (This texture is assumed to be an artifact of sudden pressure reduction and not necessarily typical of martian ice.) Despite the rapid evaporation during the latter stages of this experiment, the pumping rate was adequate to maintain the dewpoint well below 0°C. Since the experiment was performed rapidly, the atmosphere still

\(^1\) Boiling occurs in liquids when bubbles can be nucleated that are large enough for the internal (vapor) pressure to overwhelm the surface tension (e.g., Frenkel 1946). Smaller bubbles collapse; larger bubbles rapidly expand. At Earth’s sea-level atmospheric pressure, boiling requires heating to 105–110°C, corresponding to overpressures as large as 1 bar and minimal bubble sizes of micrometer scale. If the external pressure is 4.5 mbar and the internal pressure is the triple point pressure, 6.1 mbar (corresponding to water at 0°C), the minimum bubble size is approximately \(\frac{1}{10}\) millimeter. If the water temperature significantly exceeds 0°C, the resultant bubbles are extremely large—in this case expanding to the full diameter of the vessel.

### Table II

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Typical value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mars(^b)</td>
</tr>
<tr>
<td>(\mu) Dynamic viscosity (kg/m·s)</td>
<td>(1.37 \times 10^{-5})</td>
</tr>
<tr>
<td>(k) Conductivity (W/m·K)</td>
<td>2.2 (ice)</td>
</tr>
<tr>
<td>(c_p) Heat capacity (J/kg·K)</td>
<td>833.8</td>
</tr>
<tr>
<td>(q_{sc}) Solar constant (W/m(^2))</td>
<td>589</td>
</tr>
<tr>
<td>(g) Gravitational constant (m/s(^2))</td>
<td>3.75</td>
</tr>
<tr>
<td>(\lambda_b) Enthalpy of vaporization at 0°C (J/kg)</td>
<td>(2.52 \times 10^6)</td>
</tr>
<tr>
<td>(\rho) Atmospheric mass density (kg/m(^3))</td>
<td>0.020</td>
</tr>
<tr>
<td>(v) Kinematic viscosity (m(^2)/s)</td>
<td>(6.93 \times 10^{-4})</td>
</tr>
<tr>
<td>(\alpha) Thermal diffusivity (m(^2)/s)</td>
<td>(8.83 \times 10^{-4})</td>
</tr>
<tr>
<td>(D) Mechanical diffusivity (m(^2)/s)</td>
<td>14.0 (\times 10^{-4})</td>
</tr>
<tr>
<td>(\Delta\rho/\rho) Relative density difference (dimensionless)</td>
<td>0.556</td>
</tr>
<tr>
<td>(\Delta C) Concentration difference (g/cm(^3))</td>
<td>(2.60 \times 10^{-5})</td>
</tr>
<tr>
<td>(e) Saturation vapor pressure of water/ice (mbar)</td>
<td>6.1</td>
</tr>
<tr>
<td>(P_o) Atmospheric pressure (mbar)</td>
<td>10</td>
</tr>
<tr>
<td>(m_w) Molecular weight of water (g/mol)</td>
<td>18</td>
</tr>
<tr>
<td>(m_e) Molecular weight of air (g/mol)</td>
<td>44.0</td>
</tr>
<tr>
<td>(Pr) Prandtl number (dimensionless)(^f)</td>
<td>0.78 (273 K)</td>
</tr>
<tr>
<td>(Re) Reynolds number (dimensionless)(^g)</td>
<td>1.44 (\times 10^4)</td>
</tr>
<tr>
<td>(Gr) Grashof number (dimensionless)(^h)</td>
<td>9.2 (\times 10^6)</td>
</tr>
<tr>
<td>(Le) Lewis number (dimensionless)(^i)</td>
<td>0.64</td>
</tr>
<tr>
<td>(Nu) Nusselt number (dimensionless)(^i)</td>
<td>27.9 (free)</td>
</tr>
<tr>
<td></td>
<td>73.4 (forced)</td>
</tr>
</tbody>
</table>

\(^a\) Note that the quantities \(\mu\), \(k\), \(Pr\), and \(c_p\) are largely insensitive to pressure. Sources include Holman (1990) and, for diffusion constants, Boynton and Brattain (1929).

\(^b\) For water vapor in dry CO\(_2\) at 10 mbar and 273 K, surrounded by dry air, unless otherwise stated.

\(^c\) For water vapor in air at 1 bar and 273 K, surrounded by dry air, unless otherwise stated.

\(^d\) For dry soil. Conductivity is up to 6× larger for wet soil on Earth.

\(^e\) Calculated for air at 1 bar, 273 K.

\(^f\) The Prandtl number relates the relative thickness of the hydrodynamic and thermal boundary layers (insensitive to pressure).

\(^g\) The Reynolds number characterizes flow in forced convection. It is calculated here for 10 m/s wind, and 1 m scale length.

\(^h\) The Grashof number is the ratio of buoyancy to viscous forces. It is calculated for 273 K water under 200 K dry CO\(_2\) for Mars, and under 273 K dry air for Earth.

\(^i\) The Lewis number is the ratio of buoyancy to viscous diffusivity.

\(^j\) The Nusselt number determines the heat transfer coefficient (\(Nu = hL/k\), where \(L\) is a characteristic length). Forced convection is calculated for 10 m/s wind.
consisted predominantly of nitrogen when the liquid froze over.

For the evaporation measurements, the pumps were valved off at the target pressure for intervals of 5–30 min, allowing the evaporation rate to be determined from the rise in the dewpoint. Since the chamber was completely isolated, evaporation from the dewar was the only significant influence on chamber humidity. Actual loss of liquid to evaporation was too small to be detected directly in the vessel but was readily deduced from the rate of dewpoint elevation. Evaporation rates were determined from the dewpoint elevation after the dewpoint is converted to partial pressure of water $p_w$ using empirical equations for the vapor pressure of pure water. Since the buildup of water vapor also suppresses the evaporation rate, the equivalent rate for a dry chamber was calculated from the formula

$$R_{\text{evap}} = \left( \frac{e}{e - p_w} \right) \times \frac{V_{\text{chamber}} \left( \frac{d\rho}{dt} \right)}{A_{\text{dewar}}}$$  \hspace{1cm} (1)$$

where $V_{\text{chamber}}$ and $A_{\text{dewar}}$ are the volume of the chamber and the surface area of the dewar, respectively, and $e$ is the saturation vapor pressure at the surface temperature.

The results, shown in Fig. 3, confirm that the power-law behavior predicted by the theoretical model is at least qualitatively correct over the entire pressure range, particularly since variations of a factor of 2 are not of significance compared to variations in the natural environment that is being modeled. Some of the experimental variation is an artifact of the hygrometer calibration, which sometimes drifted as much as 2°C in the course of a measurement. Accordingly, the error bars in Fig. 3 reflect a possible error of ±2°C in dewpoint, added in quadrature to the small standard deviation of the fit to each time–dewpoint series. For reference, the point marked with an “X” represents an empirical model of evaporation on Earth at 0°C (cited in Holman 1990, p. 612).

Systematic variations in evaporation rate between runs were greater than the variation within a single run, although each run showed the expected pressure dependence. The most likely source of this variation was a difference in the actual surface temperature of the liquid, which was exposed to both room-temperature air and bright illumination from above. While this temperature was not measured during the experiment, the results do seem consistent with the method of cooling, which varied slightly from run to run. In the first run (data set #1), ice cubes were held in place at the base of the dewar by a coarse screen. This method was replaced in the second run (data set #2) by a block of ice frozen into the base of the dewar. Bubbling at low pressure indicated that this was the least satisfactory approach, presumably because of the relatively small contact

![Image](image_url)

**FIG. 3.** Measured evaporation rates compared to theoretical model, assuming various surface temperatures (see text). Each run used a different cooling method. Theoretical fits are qualitatively consistent with the suspected surface temperatures. The empirical model is for Earth conditions.
area between the ice and the liquid. In the final run (data set #3), the ice cubes were formed around small lead weights to make them denser than the surrounding water. This technique allowed the greatest ratio of ice to water and appeared to provide the most effective cooling. This qualitative assessment of surface temperature is consistent with calculations of the evaporation rate at 0, 5, and 10°C, using the model proposed by Ingersoll (1970). In particular, data set #3 is well described by the calculation for 0°C, shown by the dot-dash line.

While evaporation from a small vessel in a still, closed container may be a poor representation of an open landscape on Mars, the general agreement among theory, experiment, and empirical measurements on Earth provide encouragement for this approach.

INSOLATION

Insolation will be at a maximum when the solar angle is normal to the local slope. In practice, this limits both the slope and the orientation of gullies. At latitudes $L$ poleward of 25°, the minimum equator-facing slope that satisfies this condition is $s > L - I$, where the present-day inclination $I = 25°$. Poleward of 65°, pole-facing slopes can satisfy this condition in midsummer if $s > I + L - 90$.

The approximate formula for the maximum insolation at normal incidence illumination is

$$I_{\text{sol}} = (1 - R)I_0e^{(-\tau/\cos\theta)},$$

where $I_0$ is the solar constant (589 W/m² average), $R$ is the albedo, $\tau$ is the optical depth (typically varying from 0.1 to 1.0, with lower values common at higher altitudes), and $\theta$ is the slope angle. On Mars, the albedo ranges from 0.1 to 0.35, with low values characteristic of the subpolar latitudes where gullies are prevalent (Mellon et al. 2000). In addition, the gullies typically appear dark in an optical image, indicating a low albedo.

For these calculations, the solar constant was adjusted for the eccentricity of Mars’ orbit, favoring the southern summer solstice which occurs near perihelion. Diffuse scattering was added, following Pollack 1990. Reflected light from nearby surfaces, which could enhance the total insolation on slopes (Mellon and Phillips 2001), was not considered. Figure 4 illustrates the incident radiation on a sun-facing slope as a function of zenith angle, which can be quite high for a pole-facing slope, even in midsummer. In that respect, higher latitudes are favored for melting, since the summer sun rises higher in the sky over the pole.

Since for dry soil the radiation/insolation balance primarily determines the surface temperature, Fig. 4 also indicates that
peak temperatures exceeding 0°C may be obtained even at high latitudes.

RADIATION

Radiative cooling to the cold martian sky is a dominant factor in determining thermal balance. The radiative loss is typically written

\[ I_{rad} = \varepsilon a(T^4 - T_{sky}^4), \]

where \( \varepsilon \) is the emissivity, assumed to be at least 0.95 (typical of most minerals), and the Stefan–Boltzmann constant \( a = 5.7 \times 10^{-8} \text{ W/m}^2 \cdot \text{K}^4 \). The martian sky is assumed to be extremely cold and to contribute a negligible amount of heat to the surface of melting ice. Earth’s sky, by comparison, is often as warm as 260 K, barely colder than the melting point of ice. As a result, radiative losses to the sky are at least six times greater on Mars than on Earth. Radiation alone (at the melting point of water) may equal or exceed insolation on Mars. Significantly, however, when the Sun is at normal incidence to a local surface and when the sky is clear, the radiative equilibrium temperature may still equal or exceed 273 K anywhere on the planet.

Even allowing for efficient collection of sunlight, melting of ice would still be overwhelmed by the combination of radiative and evaporative cooling. In practice, however, radiative losses may be markedly less than implied by Eq. (3). Radiative heat loss always reflects a balance between radiation of the object and radiation received from the sky and other line-of-sight surfaces. Equation (3) assumes that an icy surface radiates into 2\( \pi \) solid angle of sky, an assumption valid only for flat surfaces. In shallow basins, in gullies, or below scarps, radiation from melting surfaces to the sky may be sharply reduced. In essence, these geometries provide “shade” from the cold sky, in much the same way that a dewshield keeps a telescope mirror warm. This factor can be incorporated into Eq. (3) by replacing \( \varepsilon \) with an apparent emissivity, \( \varepsilon_{app} = \varepsilon \Omega'/2\pi \), which is scaled by the fraction of the sky actually visible from the object. This substitution assumes that other line-of-sight surfaces are in radiative balance with the object, which in practice means that they are at the same temperature.

Among the structures that would be geometrically shielded from radiation are gullies that might carry water or the alcoves where gullies are seen to originate. Lacking constant sunlight, these sheltered locations will usually be cold. When exposed to the Sun, however, they can be warmer than their surroundings. The same phenomenon is implicit in the results of Kossacki et al. (2000, 2001), which suggest high peak temperatures inside a robotically excavated trench, and was invoked by Svitk and Murray (1990) to explain redistribution of frost around the Viking lander. In practice, there is an optimal aspect ratio that encourages melting or sublimation. Too deep, and the Sun will shine on the bottom too infrequently. Too shallow, and the radiative losses to the sky prohibit effective heating. Sun-cups in ice and snow might, therefore, be expected to follow surfaces of constant, optimal \( \varepsilon_{app} \).

Consider a shallow basin with walls at comparable temperature to an icy surface in the floor. By approximating the basin as a cylindrical hole with radius \( R \), the fractional solid angle (\( \Omega'/2\pi \)) of exposed sky can be calculated as

\[ \Omega'/2\pi = 1 - \frac{1}{\pi} \int_0^\pi \frac{d\phi}{\sqrt{\tan^2 \theta + 1}}, \]

where

\[ \tan \theta = \frac{\sqrt{r^2 \cos^2 \varphi + (1 - r^2) + r \cos \varphi}}{z} \]

and the dimensionless depth \( z \) and radius \( r \) are measured in units of the total radius \( R \). At the center of the hole, this reduces to \( \Omega'/2\pi = 1 - \frac{1}{2} \left( z^2 + r^2 \right)^{-1/2} \).

Using this fractional solid angle to determine the apparent emissivity, Fig. 5 maps the apparent emissivity across the bottom of the hole for height-to-diameter ratios between 0 (flat surface) and 2. For example, a point on the bottom of a pit with 45° walls, corresponding to a 1:2 height: diameter ratio, radiates less than 30% as much as a free surface, but can still receive 6 hours of sunlight per sol. A dramatic reduction in radiative losses can be seen for even the shallowest basin, particularly at the edges. The apparent emissivity \( \varepsilon_{app} \), can readily be a factor of 2 or more smaller than the overall emissivity, \( \varepsilon \). This effect can be dramatically observed in recent MGS photos of frost in craters (Fig. 6). The absence of frost near the walls corresponds to regions suffering the least radiative cooling.

EVAPORATIVE AND CONVECTIVE COOLING

The total rate of gas evolution from the surface of liquid water or ice can be determined from the known vapor pressure (Hardy 1998). But as long as the vapor pressure exceeds the total ambient atmospheric pressure, the evaporation rate is limited by the diffusion of this vapor from the humid boundary layer into the dry atmosphere. (If the atmospheric pressure is too low, as over much of the southern highlands, the evaporation rate can be calculated from the Bernoulli equation, \( m' / A = \rho v_0 \approx (2 \rho \Delta p)^{1/2} \), assuming \( \rho v_0^2 / 2 \approx \Delta p \), where \( \Delta p \) is the overpressure and \( v_0 \) is the velocity normal to the surface. This unstable condition causes rapid cooling and, if necessary, freezing of the surface until a stable temperature is restored and evaporation is again diffusion-limited.)

Convection and evaporation are closely related because both depend on the motion of low-density air away from the boundary layer above the water. This motion is seldom due to diffusion alone but is typically aided by wind (forced convection/evaporation) or buoyancy (free convection/evaporation). In the latter case, buoyancy of the air in the boundary layer is due to its higher temperature or lower density (since water vapor is less dense than either martian or terrestrial air).
The following derivation of evaporation and convection rates parallels the presentation by Holman (1990), but can be found in most texts on heat transfer (e.g., Jakob 1949, Frenkel 1946). Nomenclature is summarized in Table II.

In general, the rate of heat transfer \( q \) per unit area \( A \) from a warm wall at temperature \( T_{\text{wall}} \) to a cold atmosphere at temperature \( T_\infty \) can be written in terms of a heat transfer coefficient \( h \) as

\[
\frac{q}{A} = h(T_{\text{wall}} - T_\infty).
\]  

The dimensionless Nusselt number is proportional to the heat transfer coefficient and can be written

\[
Nu = \frac{hx}{k},
\]  

where \( k \) is conductivity, and the convective heat loss is determined by the equation

\[
q = h\Delta T = Nu\left(\frac{k\Delta T}{x}\right).
\]  

Depending on conditions and geometry, the Nusselt number is typically a function of the Prandtl number and either the Grashof number (free convection) or the Reynolds number (forced convection). The Prandtl number, \( Pr = c_p\mu/k \), relating the relative thickness of the hydrodynamic and thermal boundary layers, has a value near unity. It is relatively insensitive to pressure and its value is not significantly different on Earth from that on Mars. In contrast, the Reynolds number, which describes forced convection, is markedly smaller on Mars than on Earth. This implies that convective flow is more laminar and less turbulent on Mars than under similar terrestrial conditions.
The dependence of convection and evaporation on properties such as atmospheric pressure, temperature, gravity, or gas composition (the properties that distinguish Earth from Mars in this respect) is captured in the dimensionless Grashof number, the ratio of buoyancy to viscous forces. The Grashof number is generally written

$$Gr = \frac{\rho^2 g \beta \Delta T x^3}{\mu^2}, \quad (8)$$

where the volume coefficient of expansion

$$\beta = \frac{1}{V} \left( \frac{\partial V}{\partial T} \right)_p \begin{cases} \frac{1}{\rho} \frac{\Delta \rho}{\Delta T} & \text{for mass convection (evaporation),} \\ \frac{1}{\beta} & \text{for thermal convection,} \end{cases}$$

$$\mu$$ is the dynamic viscosity (evaluated at $\infty$), $\rho$ is the total density of saturated gas at the evaporating surface, $x$ is a characteristic dimension (x will cancel for free convection), $g$ is gravitational acceleration, $V$ is a volume element, $T$ is the gas temperature, and Ingersoll (1970) suggests

$$\frac{\Delta \rho}{\rho} = \frac{(\rho_\infty - \rho)}{\rho} = \frac{(m_e - m_w)\epsilon}{m_e P_0 - (m_e - m_w)\epsilon},$$

where $\epsilon$ is saturation vapor pressure of the evaporating water (or ice), $P_0$ is total atmospheric pressure, $m_w = \text{molecular weight of water}$, and $m_e = \text{molecular weight of air}$.

For evaporation (mass convection), the Grashof number can be rewritten as

$$Gr = x^3 \left[ \frac{g (\Delta \rho)}{\mu^2} \right], \quad (9)$$

where $v = \mu / \rho$ is kinematic viscosity (evaluated at $\infty$).

Free convection assumes that gravity (buoyancy) is the driving force. It is derived assuming a vertical wall; the results are then empirically extended to horizontal surfaces. Forced convection, derived assuming a horizontal wall, assumes that shear stress from wind is the driving source. An estimate of the relative contribution of free and forced convection can be determined from the relevant force gradients, $\rho g$ for free convection and $\rho v^2 / L$ for forced convection. Thus, for example, if the length scale were $L = 1 \text{ m}$ at Mars atmospheric pressure, the crossing point between free and forced convection would be $1-2 \text{ m/s}$.

Assuming free convection as in Fig. 2 (appropriate for wind speeds below ~2 m/s), the Nusselt number can be determined from the Grashof and Prandtl numbers,

$$Nu_f = 0.15 (Gr_f Pr_f)^{1/3} = \frac{h_x}{k}, \quad (10)$$

where the subscript $f$ indicates that the quantities are evaluated at the film temperature, $T_f$, the average of air and wall temperatures $(T_\infty + T_{wall}) / 2$. The scale factor $0.15$ and the exponent $1/3$ are applicable for Rayleigh numbers $(Ra = GrPr)$ between $8 \times 10^6$ and $1 \times 10^{11}$, more or less the range spanned by conditions on Earth and Mars. Note that the heat transfer coefficient $h$ is not dependent on $x$ in this special case.

By comparison, for forced convection (as in Fig. 1),

$$Nu_f = 0.664 Re_f^{1/2} Pr_f^{1/3}. \quad (11)$$

Equations analogous to thermal convection describe the rate of mass transfer $m'$ in terms of a difference in concentration $\Delta C$ (mass/volume solute) and a mass transfer coefficient $h_D$:

$$m' / A = h_D (C_{surf} - C_\infty). \quad (12)$$

Since heat and mass transfer coefficients both reflect movement of air and diffusion of molecules in response to the same forces and both vary with ambient gas pressure, but in an opposing sense, mass convection is favored in thin air because the mean free path lengthens and heat convection is favored in dense air as more molecules participate in the heat exchange process. It can be shown (again, see Holman 1990) that the ratio of the transfer coefficients, and hence the ratio of convective to evaporative cooling, is

$$h / h_D = \frac{\rho c_p L e^{2/3}}, \quad (13)$$

where $\rho$ is the mass density, $c_p$ is the heat capacity, and the Lewis number $Le = \alpha / D$, the value of which is close to unity, reflects the subtle difference between thermal diffusivity, $\alpha = k / \rho c_p$, and mechanical diffusivity, $D$.

Thus, in this formalism, the evaporative mass loss is

$$E = h_d \Delta C = 0.15 \times (D \Delta C / x)(Gr_f Pr_f Le)^{1/3}, \quad (14)$$

where $\Delta C$ is the difference in vapor concentration (mass/volume solute) between the surface and the surrounding atmosphere, and $\rho_w$ is the density of water vapor at the source temperature and vapor pressure.

Using this formalism, the evaporation formula of Ingersoll (1970) can be written as a simplified version of Eq. (14):

$$E = (0.17) D \Delta C \left[ \frac{g (\Delta \rho)}{\mu^2} \right]^{1/3} = (0.17) \frac{D \Delta C}{x} Gr_f^{1/3}. \quad (15)$$

Figure 7 compares both forms for Earth and Mars gravity and gas composition.

Following Eq. (13), Fig. 8 compares evaporative and convective cooling from a body of liquid water (possibly ice encrusted) under a cold, 200 K atmosphere. It can be seen that the total heat

\footnote{For evaporation, the equivalent of the Nusselt number is conventionally called the Sherwood number $Sh$. The analogy to Eq. (11) is $Sh_f = 0.15 \times (GrSc)^{1/3} = h_d / D$, where, to emphasize the analogy, the Prandtl number has been replaced by the Schmidt number, $Sc = v / D = (\alpha / D)Pr = LePr$. Note that the Lewis number is near unity.}
FIG. 7. Using either the model of Eq. (15) (“Ingersoll”) or Eq. (14) (“Holman”), predicted evaporation rates as a function of pressure on Mars (in CO2) and on Earth (in air or N2) are nearly identical. All calculations are for 0°C. An empirical value for terrestrial evaporation is shown for comparison.

FIG. 8. Convective heat transfer between a 273 K surface (water) and a 200 K atmosphere compared to evaporative cooling. The right-hand boundary reflects terrestrial conditions; the left reflects martian conditions. For equivalent conditions, total heat loss is actually less on Mars than on Earth.
loss due to the two mechanisms is actually less, for equivalent temperatures, on Mars than on Earth. Minimal heat loss would occur when the two loss mechanisms were comparable, at approximately 80 mbar. Convective cooling on Mars is equivalent to that produced by only a few degrees of temperature difference ($\Delta T$) on Earth. By contrast, the evaporative cooling of this water on Mars is substantially greater than on Earth.

Evaporation may be suppressed when the equilibrium surface temperature falls below 0°C, thereby lowering the vapor pressure at that surface. That temperature may be lowered by an insulating ice barrier between the ice–water interface and the water–air interface or by an actual reduction in melting point due to salinity. For example, since the cryoscopic constant for water is $K_f = 1.86 \text{ K} \cdot \text{kg/mol}$ at 0°C, 3 mol/liter of a solute lowers the melting point to $-5.58^\circ\text{C}$, lowering the vapor pressure to 3.8 mbar from 6.1 mbar. (For comparison, the salinity of seawater is less than 0.7 mol/liter, while that of the Dead Sea is nearly 6 mol/liter). Included in this calculation is a small (5%) suppression of evaporation directly associated with the solvent, following Raoult's law.

Coatings of dust (Farmer 1976) or other contaminants can also suppress evaporation. In addition, the buoyancy-based free convection calculation is not necessarily the most generous assumption. Haberle et al. (2001) suggest that such a calculation may overstate the actual evaporation rate by as much as a factor of 4.

![Diagram of Heat Loss](image)

**FIG. 9.** Heat loss as a function of time from 273 K water into a 200 K streambed. The Mars solar constant is shown for reference. It requires at least an hour for the dry soil to warm sufficiently to allow melting; several hours are required for ice.

**CONDUCTION**

The dry martian soil is highly insulating. Ice, by comparison, is highly conducting. Thus the areas most conducive to melting are those in which thin ice overlays dry soil. The conductive loss to soil will vary with time as the streambed warms up. The one-dimensional solution to the time-dependent heat-loss equation is

$$q(t) = k(T_{\text{surf}} - T_{\text{soil}})/\sqrt{\pi \alpha t},$$

where $\alpha = k/\rho C_p$, $\rho$ is the soil density, $k$ is the conductivity, and $C_p$ is the heat capacity.

Ice ($\rho = 0.9 \text{ g/cm}^3$) is relatively conducting, with $k = 0.022 \text{ W/cm} \cdot \text{K}$ and $C_p = 2.01 \text{ J/g} \cdot \text{K}$. Soil ($\rho = 1.5 \text{ g/cm}^3$), however, may be highly insulating, with some authors (e.g., Kieffer and Zent 1992) suggesting values as low as $k = 0.00077 \text{ W/cm} \cdot \text{K}$ and $C_p = 0.59 \text{ J/g} \cdot \text{K}$. These two cases are illustrated in Fig. 9.

**DISCUSSION**

Over most of the land mass of Earth the relative humidity is less than 100% (or the temperature is below 0°C), and liquid water is out of equilibrium with the atmosphere. Despite this disequilibrium, water on Earth is metastable with
respect to evaporation or freezing on a scale of hours, days, or years. On Mars, liquid water is similarly metastable, primarily with respect to freezing, and evaporative cooling, rather than convection, is the engine of freezing. Evaporation at 0°C on Mars is comparable to evaporation at 60°C on Earth, and freezing, at similar temperatures, is comparable on the two planets.

Even under contemporary conditions, the flow of small quantities of liquid water over short distances may result from icemelt on Mars. Poor atmospheric convection and low soil conductivity allow for local warm patches nearly anywhere on the planet. Under the favorable circumstances described here (shallow basins, sun-facing slopes, clear skies, reduced surface temperature, and ice overlying soil), the thermal balance in Fig. 2 indicates that in excess of 100 W/m² net heat input may be available to melt ice. It has been shown elsewhere (e.g., Carr 1983, McKay and Davis 1991) that liquid water can readily flow for many hours on Mars without significant refreezing. Even more extreme conditions, such as lowered evaporation rates due to surficial diffusion barriers, could enhance the rate of melt.

If the gullies are, indeed, regularly resurfaced by meltwater, then their cold, sheltered locations suggest that the mechanism is source-limited. It is suggested here that such melting could result from winter condensation, which is redistributed and concentrated in early spring and then melted when sunlight first shines directly into the gully. This mechanism is similar to that observed by Lee et al. (2001), who reported late-season runoff from accumulation of ice in alcoves in terrestrial arctic terrain. On Mars, the heating must be sudden for the ice to melt before it sublimates, a condition satisfied by locations in perpetual winter darkness (currently poleward of ±65° latitude). The result could be a shallow, ice-crusted stream, or a melting–freezing cycle that promotes erosion through mechanical fracture.

The source of the hypothesized seasonal ice could be cold-trapping of a winter frost layer, as invoked by Svitek and Murray (1990) to explain the winter frost redistribution at the Viking 2 site. They concluded that a uniform 10–20 µm thick frost layer was converted to frost patches, 100–200 µm thick, covering the most sheltered 10% of the surface. Thermal analysis indicates that the process is driven by warming of the surface, which sublimes the frost into the cold, already-saturated atmosphere and is limited only by the supply of vapor. Equilibrium is established by condensation onto shaded areas.

At the higher latitudes of the gullies, a substantially thicker uniform frost layer would be expected, in part because the column abundance of water is greater (Jakosky and Haberle 1992) and in part because of the extended winter period without insolation. The higher contrast of the gully region topography compared to the Viking Lander 2 site should significantly increase the concentration ratio, as abrupt depressions on the sides of slopes are more efficient at collecting wind-blown ice fog than the rock-sheltered traps at the Viking site. While a detailed analysis is beyond the scope of this discussion, it does not seem unreasonable that millimeters to centimeters of water ice could accumulate seasonally by this mechanism. It is an open question whether such small quantities of water are sufficient to form gullies or simply to continuously resurface and preserve gullies formed by transient events.

SUMMARY

Three factors constrain the melting of ice on Mars. First, the radiative balance must be optimized by a clear, sunny, windless day; a low albedo surface; a slope that faces the Sun for part of the day; and a geometry that shields the surface from part of the sky. Second, conductivity to the bed must be small, a condition met by martian soil but not by thick ice. Third, the surface temperature must be suppressed a few degrees, perhaps by formation of an ice crust or by incorporation of salts in the water. In addition, the factor that probably determines the location of runoff features is the accumulation of ice itself. It is suggested that this accumulation may simply result from a concentration of winter frost from surrounding areas.
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